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Announcements

e Office Hours

Li Yao - Tue ( 09.24) - IACS office - 3:30-4:30
Rashmi - Wed (09.25) - Zoom - 2:30 - 3:30

* HW1 Due - Fri 09/27 9PM EST
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Chronology

Eliza at MIT

Limited simulated
conversations

1972 STNLP at MIT

N N
\J \J

LSTM Nvidia GPU FAIR
Facebook Al Research
e\ e\ N
\V \ .
Stanford CoreNLP Open Al Google Brain

2016 Stanford SQuUAD
dataset
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Chronology
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7\ 7\
\/ \J
Google ELMo TensorFlow
Transformer
Architecture
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BERT GPT



Word Embeddings

A word embedding is any
fixed-length vector

representation of a token
(word).

It can be as simple as a
one-hot encoding, where it
takes a value of one on the
position of the word, and
zero elsewhere.
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Word Embeddings

A more informative embedding
can utilize the N-dimensional

space entirely.

It assigns a value between -1and 1
at each dimension. Allowing a
denser structure of the vectors,
that might retain semantic
information of the data.

PROTOPAPAS

20 A

10 A

d2 d3 d4 d5 dé d7

;l glgood b

lenf®

customer

—-10 1

mp. ®

o tripog ® L
3.

o o3 e 4 0
‘}:."88%’@: :: o o0 o

o]
® L] ‘. . %tCQ.

R

il
i®»
wortg ®

come dlglta'

."BI

Py @
® o
O
"
m
=
(1)
112}

fenses

. C&'\ . . &
@fr&uﬁ&tore .DIUS @ 1
i “&ween

uple®

. o] |
pag speﬁgﬁ&‘ e.t ' seve‘ pt"&

|agtogcbse @
(=] e © ..

o iy ?o buils

-10

10



Word Embeddings

man

-e. woman
“-;.
.“‘“‘-

king '“m.

queen

.

Male-Female

The semantic meaning is represented as the closeness of similar words.

walked

o swam
walking )

swimming

Verb Tense

Italy
Canada Spain ,'.
@ ] ‘.f'
Turkey ’ ’ Rome
e O 8
e Ottawa Madrid Germany
@ . [
Ankara .Russ:.a .‘*'
.” %
MOSCOW/ -~
Vietnam )
) o China
"x" |'¥ ®
Tokyo ’
Hanoi .’
Beljing

Country-Capital

A word can be close to many conceptually different ones, since itis
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computed in a high-dimensional space.
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Are we done?

Ambiguities

OOOOOOOOO



Ambiguity in Sequential Reading

The bank is open on Fridays.

| went to the bank to take a walk by the river.
The pilot made a sharp bank to the left.

A bank of lights illuminated the stadium.
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How do we deal with this?

WAIT FORIIT...

OOOOOOOOO



Attention - Why?

An embeddings that depends only on the word itself cannot
account for polysemy.

To extract a better embedding of a word, the sequence itself
must be analyzed. The most intuitive way is to do it sequentially,
which made popular Recurrent Neural Networks, such as LSTMs

or GRUs.

The main drawbacks were:
1. Insufficient memory for long sequences
2. Slow training speed because of their Markovian properties
3. Sensitive to exploding or vanishing gradients

PROTOPAPAS 17



Attention

L WHERE I
| why L,, J WHEN o *EE ‘
/,\700) 8 Em
LWHOJ T _\&Howj .]: EREEE
Attention

scores

Attention mechanisms became a way to address the [imitations
of RNNs. In particular, the transformer architecture, based on

the Key-Query-Value matrices.
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Transformers

PROTOPAPAS
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Tra nSformerS Encodes information about the

position of the input embedding
in the sequence to get a notion of
Maps words to a latent space context
where similar words are
mapped together

m o
g 2 £
55 N Represents how much each
Q D . ° .
word in the English sentence is
English S | (1z2[E 1 8 related to every word in the
“Sentence to be translated” &~ [g&[ L szl 12485 same sentence.
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Transformers

| Encoder Representation of Transformer (BERT)
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Transformers

| Encoder Representation of Transformer (BERT)
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OOOOOOOOO

BERT
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BERT Summary

BERT is designed to extract semantic
representations of each word in a
paragraph.

It uses a multi-head, multilayer self-
attention architecture, trained in a
multi-task setting: a masked
language and a next sentence
prediction model.

PROTOPAPAS
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/

Given a sentence it produces a set of
embeddings per token.
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GO TO Hugging face and ask a question GPT2
https://huggingface.co/openai-community/gpt2

BECKER


https://huggingface.co/openai-community/gpt2?text=Which

Outline

e BERT + GPT
 InstructGPT (ChatGPT)

* Prompt Engineering

* RAG
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Chronology
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Transformer
Architecture
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GPT-2 BERT GPT
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Training Cycle - Instruct GPT

PROTOPAPAS

Objective:
The goal is to make the model useful for specific
tasks and improving its ability to follow instructions.

Process:

Fine-tuning the model on datasets that contain
Instructions and the desired outputs:

This also includes
RLHF.

Outcome:

A model that becomes better at interpreting and
following user instructions.

32



Instruct GPT: Training

* GPT models are trained to predict the next word in a sentence given the
context of the previous words.

* The model does not have access to the specific instructions or intentions of
the user. Therefore, it may not always align answers with what the user
wants.

* Reinforcement Learning from Human Feedback (RLHF) is used to
incorporate human feedback into the training process to better align the
model outputs with user intent.

PROTOPAPAS 33



Instruct GPT: Training

We will break it down into 3 steps:

Training a reward model

e

PROTOPAPAS
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Instruct GPT: Training

Supervised fine tuning model

The data is a web-scale corpus of data including
correct and incorrect solutions to math problems, weak
and strong reasoning, self-contradictory and

consistent statements, and representing a great variety
of ideologies and ideas.

N\

Prompt sampled from dataset

PROTOPAPAS

. — — i
40 contractors wrote Input/Output pairs are
the desired output used to fine-tune GPT

behavior with supervised learning
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Instruct GPT: Training

We will break it down into 3 steps:

——

Training a reward model

e

PROTOPAPAS
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Instruct GPT: Training

Training a reward model /
=)
N2
1)
o Train a reward model

A2
&S

O
|

Human The goal is to get a model
Prompt Dataset > scoring that takes in text and
Language model 4 returns a scalar reward
from step 1 / u>u>u which numerically
Several represents the human
generated preference.
texts
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Instruct GPT: Training

Training a reward model /

—10
o Train a reward model

\ —lp- / — Human
Prompt Dataset ] del scoring How are these used to

anguage mode o—| ) train the reward

from step 1 > > model?
Several
generated

texts
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Instruct GPT: Training

Training a reward model

O
|

Several
generated
texts

PROTOPAPAS

Ranking outputs

To be ranked

A team of researchers from
Yale University and University
of California, Davis studied the
vocalization patterns of several
different types of parrots. They
found that parrots like to mimic
human speech, and can produce
a wide range of sounds, such as
whistles, squawks, and other
types of vocalizations...

Parrots have been found to
have the ability to understand
numbers. Researchers have
found that parrots can
understand numbers up to six. In
a series of experiments, the
parrots were able to identify the
amount of food items under a
number of cups...

Rank 1 (best)

A research group in the
United States has found that
parrots can imitate human
speech with ease, and some of
them can even do so in the same
way as humans. This group
studied the sounds that parrots
make in their natural habitats
and found that they use their
tongues and beaks in ways that
are strikingly...

Rank 2

Rank 3

Scientists have found that
green-winged parrots can tell
the difference between two
noises that are the same except
for the order in which they are
heard. This is important because
green-winged parrots are known
to imitate sounds. This research
shows that they are able to
understand the difference
between sounds.

Current research suggests
that parrots see and hear things
in a different way than humans
do. While humans see a rainbow
of colors, parrots only see shades
of red and green. Parrots can
also see ultraviolet light, which
is invisible to humans. Many
birds have this ability to see

ultraviolet light, an ability

Rank 4

Rank 5 (worst)



Instruct GPT: Training

Training a reward model

D
|
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Instruct GPT: Training

Training a reward model

D
|

oo
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Instruct GPT: Training

Training a reward model
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Instruct GPT: Training

Training a reward model
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Instruct GPT: Training

Training a reward model

___———————
—
————
-
-

Reward model

Ez—f{»

Reward model

—-___——_-—_——~
-—
-—
—
-~
-~
-~
~
~

Two different responses of
the supervised fine tuned
(SFT) model Scalar output of the
reward model for prompt x
and response y

Assuming response i is ranked higher than response j,

Loss =

v

(k) E(xy; y; ~ )l 108(0 (o (x, ) — 19, ¥)))]

-- Dataset of human
comparisons

('2‘) represents the total number of
possible comparisons if there are k

PROTOPAPAS
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Instruct GPT: Training

We will break it down into 3 steps:

——

Training a reward model

e

PROTOPAPAS
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Instruct GPT: Training

Fine-tuning the model with
reinforcement learning

Let's first formulate this fine-tuning task as a RL problem:

 Policy: A language model that takes in a prompt and returns a sequence of
text.

 Action space: All the tokens corresponding to the vocabulary of the language
model (responses).

* Reward function: A combination of the rewards model and a constraint on
policy shift. This is where the system combines all the models we have
discussed into one RLHF process.

PROTOPAPAS
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Instruct GPT: Training

Parameters of the policy

Reinforcement
(language model)

Fine-tuning the model with

reinforcement learning e Learning Update
e done using PPO
Prompt Dataset P
4 6 — argmax LG""
J 0
/,,
mmmmmmmmme= =TT Reward model
computes reward

G -

i

PROTOPAPAS
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GPT-4: Training

Parameters of the policy

Reinforcement
(language model)

Fine-tuning the model with

reinforcement learning o mmmmmmmemTTE Learning Update
PP done using PPO
Prompt Dataset gl
’
4 6 — argmax LG
J 0
/,,
mmmmmmmmmem =TT Reward model
computes reward

The model is trained such that the outputs align with or maximise

the reward signals. However, there is a clipping mechanism here to
ensure the changes to the models remain small.

A few extended mathematical notes and the technical paper will be
available in your post class reading!

PROTOPAPAS 48



Training Summary of instruct GPT

We will break it down into 3 steps:

——

Training a reward model

e

PROTOPAPAS
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Training Cycle - LLM

PROTOPAPAS

Objective:
The goal is to make sure that the model outputs are
safe and ethical.

Process:
Involves further fine-tuning. We use RLHF to provide
feedback on model outputs.

Outcome:
The model becomes safer reducing risk of biased
content.

It’s after this step that we get

models like ChatGPT, Claude etc

50



Training Cycle - LLM

So, fine-tuning takes place in 2 stages.

PROTOPAPAS
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InstructGPT(ChatGPT)

Engineers who built ChatGPT:

52



GPT-4: Capabilities

GPT-4 is a multimodal large language model with improved factuality,
steerability, and guardrails after 6 months of iterative alignment.

Source: GPT-4 Technical Report

PROTOPAPAS
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https://cdn.openai.com/papers/gpt-4.pdf

Outline

* BERT + GPT
* InstructGPT (ChatGPT)
* Prompt Engineering

* RAG

PROTOPAPAS
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Prompt Engineering

OK! NOW WHAT?

https://huggingface.co/spaces/TinyLlama/tinyllama-chat

PROTOPAPAS
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Outline

e BERT + GPT
* InstructGPT (ChatGPT)

* Prompt Engineering

* RAG
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Introduction - RAG

If we have a large number of documents, how can we process/query it using an LLM?

1. Pass all the text directly into an LLM

Deep Learning

Garbage

nts in ar
ke self-supervised learning, mela-learning, and integrating symbolic
g I networks for Al systems.
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Introduction - RAG

If we have a large number of documents, how can we process/query it using an LLM?

2. We can finetune our LLM using the data.

Deep Learning

finition and Scope: Deep learning is a subset of artificial intelligence
) that uses neural networks with many layers to model and solve
function of the

been successfully

pts.

nis i
ssssss
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Introduction - RAG

If we have a large number of documents, how can we process/query it using an LLM?

3. We can use RAG.

Let’s take a deeper look at what
RAG is and how it can help us.

PROTOPAPAS




Introduction - RAG

What is RAG?

* RAG stands for Retrieval-Augmented-Generation.

* Itistechnique that improves the performance of a
LLM, especially for tasks that require accurate and

detailed information.

* A simple breakdown of how it works:

PROTOPAPAS

1

Question

LLM

Question

Retrieved Texts

Vector
Database

Response @ Full Prompt
*
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Introduction - RAG

What is RAG?

Deep Learning

Definition and Scope: Deep learning is a subset of artificial intelligence
(Al) that uses neural networks with many layers to model and sclve

complex problems. It is inspired by the structure and function of the. — = ~

human brain, specifically the interconnected neurons_ﬂ'nal—prﬁoe’ss and

-
transmit information. Deep learning a’lgqﬁﬂms"‘ﬁave been successfully -
applied to various tasks, including image and speech recognition, Dalmal

language _prosessirig, and autonomous driving. P
- -

- z. 7/

Key Concepts and Architectures: Central to deep Ie’aming are
concepts such as convolutional neural nejwdtks (CNNs) for image
processing, recurrent neural networks{RNNSs) for sequential data, and
transformers for natural langyag@ understanding. These architectures
enable deep learning mdﬁls to learn intricate patterns and relationships
within data. TechniqGes like transfer learning, where a pre-trained model
is adapted40"@ new task with limited data, have also become popular in
dﬁepléming.

Challenges and Future Directions: Despite its successes, deep

data, computational resources, and interpretability of models.
Researchers are exploring ways to make deep learming more efficient,
such as developing sparse neural networks and exploring new training
algorithms. The future of deep learning includes advancements in areas
like self-supervised learning, meta-leaming, and integrating symbolic
reasoning with neural networks for more robust Al systems.

PROTOPAPAS

/

Query: What is the key
concept behind deep
learning?
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Introduction - RAG

What is RAG?

Query: What is the key
concept behind deep
learning?

Key Concepts and Architectures: Central to deep learning are
concepts such as convolutional neural networks (CNNs) for image
processing, recurrent neural networks (RNNs) for sequential data, and
transformers for natural language understanding. These architectures
enable deep learning models to learn intricate patterns and relationships
within data. Techniques like transfer learning, where a pre-trained model
is adapted to a new task with limited data, have also become popular in
deep learning.

Context

PROTOPAPAS

The key concept behind deep
learning is ...

66
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Naive RAG We use an

architecture similar

. | to BERT and
The embedding model converts text (docu aggregate the word

into vectors/embeddings that capture se embeddings

Deep Learning Embeddings

Definition and Scope: Deep learning is a subset of artificial intelligence
( \ (Al) that uses neural networks with many layers to model and solve '
complex problems. It is inspired by the structure and function of the

human brain, specifically the interconnected neurons that process and
transmit information. Deep learing algorithms have been successfully
applied to various tasks, including image and speech recognition, natural
language processing, and autonomous driving.

Embeddin

g Key Concepts and Architectures: Central to deep learning are
concepts such as convolutional neural networks (CNNs) for image
M O d e I processing, recurrent neural networks (RMNs) for sequential data, and -
transformers for natural language understanding. These architectures

enable deep learning models to learn intricate patterns and relationships
within data. Technigues like transfer learning, where a pre-trained model
is adapted to a new task with limited data, have also become popular in
deep learning.

Challenges and Future Directions: Despite its successes, deep

learning faces challenges such as the need for large amounts of labeled

data, computational resources, and interpretability of models.

Researchers are exploring ways to make deep learmning more efficient,

such as developing sparse neural networks and exploring new training '
algorithms. The future of deep learning includes advancements in areas

like self-supervised learning, meta-leaming, and integrating symbolic

reasoning with neural networks for more robust Al systems.

67
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Naive RAG - Vector Database

N
N A

Vector
Database

NSy

PROTOPAPAS

A vector database indexes and stores vector embeddings for
fast retrieval and similarity search.

L N N N REead Indexing Bl Vector Bl Querying Post.
0000 Database Processing
Vectors

Embeddings}

Vectors capture the essential features of the original data in a
high-dimensional space.
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Naive RAG - Vector Database

'L‘ ‘L‘ v

S
Vectors
—
v In reality, we could have millions of vectors to deal with.
Vector — _
Database Query
Ny
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Naive RAG - Vector Database

'L‘ ‘L‘ v

e
Vectors
= |
v In reality, we could have millions of vectors to deal with.
Vector —
patabase LLTTTT]

Quer
Ny '
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Naive RAG - Vector Database

'L‘ ‘L‘ v

e
Vectors
G
v In reality, we could have millions of vectors to deal with.
Vector —
Database
Ny EEEEEE

Query
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Naive RAG - Vector Database

R\
N A

Vector
Database

NSy

PROTOPAPAS

-

Vectors

In reality, we could have millions of vectors to deal with.

Query

Comparing them sequentially would be a very slow process.
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Naive RAG - Vector Database

Vectors

=
—

\/ Index Embeddings Indexing is the process of mapping the
vectors to a data structure that will enable

_ us to search faster.

When we query for a particular vector, the

index helps us quickly zoom into a small
NSy

— subset of vectors that are likely to be
similar.

Vector

]
Database -
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Naive RAG - Vector Database

=

Vectors

R\
N S

Vector

We usually use one of the three algorithms to do indexing:

e

Database Hashing (Locality Sensitive Hashing - LSH)
Quantization (Product Quantization - PQ)

M Graph Based (Hierarchical Navigable Small World -
T HNSW)

w
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Naive RAG - Vector Database

R\
N A

Vector
Database

NSy

PROTOPAPAS

Vectors

When querying, the vector database compares the indexed vectors to the
query vector to determine the nearest vector neighbor.

Index Embeddings
AEEEEN
L Query: What is the key
[ ] concept behind deep
IearTng?
[TTTT1T1]

| Query
[
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Naive RAG - Vector Database

R\
N S

Vector
Database

NSy

PROTOPAPAS

oot

When querying, the vector database compares the indexed vectors to the
query vector to determine the nearest vector neighbor.

Vectors

But, how do we compare?

We can use one of the following similarity measures to find the nearest
neighbor:

1. Cosine Similarity
2. Euclidian Distance
3. Dot Product

76



Naive RAG - Vector Database

~
Vectors
)
v This leads to a ranking of embeddings based on their similarity with the
Vector query embedding. Embeddings query
Database
NS
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Naive RAG - Vector Database

\x\‘________,//
Vectors
—
\/ This leads to a ranking of embeddings based on their similarity with the
N query embedding. Empeddings Query
Database _ 0.57 «— Similarity Score
Ny (T1111]
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Naive RAG - Vector Database

\\\‘________{,/
Vectors
—
D This leads to a ranking of embeddings based on their similarity with the
Vector query embedding, Embeddings Query
Database 0.57
M 0.77

PROTOPAPAS



Naive RAG - Vector Database

Vectors

N

\/ This leads to a ranking of embeddings based on their similarity with the
query embedding. gmbeddings

Vector Query
Jerabase EEEEEE 0.57
Ny 077
043
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Naive RAG - Vector Database

\\\‘________{//
Vectors
—
\/ This leads to a ranking of embeddings based on their similarity with the
Vector query embedding. gmbeddings

Jerabase EEEEEE 0.57

o o7
T Query
043 HEEEEE

0.93
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Naive RAG - Vector Database

- =

Vectors
—
\/ This leads to a ranking of embeddings based on their similarity with the
Vector query embedding. gmpeddings
Database - 0.93
Query
0.77
Ny [T 111
The ranks have . LTI 0-57
been changed. _ Often, the RAG is
configured to return the
top-K results,
0.43 where K is a predefined

— number.

PROTOPAPAS
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Naive RAG - Vector Database

N
N A

Vector
Database

NSy

PROTOPAPAS

Post
| Processing

This step usually consists of using a different similarity measure to re-rank
the results we got in the previous step.

Vectors

We could also do some metadata filtering here.

Note: This is an optional step.
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Naive RAG - Vector Database

\J

Vector
Database

v

PROTOPAPAS

Vectors

Processing

Metadata filtering helps refine and narrow down the search results based

on metadata.

Deep Learning

Definition and Scope: Deep learning s a subset of artficial intelligence
(Al) that uses neural networks with many layers to model and solve
complex problems. It is inspired by the structure and function of the
human brain, specifically the interconnected neurons that process and
transmit information. Deep learning algorithms have been successfully
applied to various tasks, including image and speech recognition, natural
language processing, and autonomous driving.

Key Concepts and Architectures: Central to deep leaming are
concepts such as convolutional neural networks (CNNs) for image
processing, recurrent neural networks (RNNs) for sequential data, and
transformers for natural language understanding. These architectures
enable deep learning models to learn intricate pattems and relationships
within data. Techniques like transfer learning, where a pre-trained model
is adapted to a new task with limited data, have also become popular in
deep leaming.

and Future Despite its deep
leaming faces challenges such as the need for large amounts of labeled
data, computational resources, and interpretability of models.
Researchers are exploring ways to make deep leaming more efficient,
such as developing sparse neural networks and exploring new training
algorithms. The future of deep learning includes advancements in areas
like P learning, g, and i symbolic
reasoning with neural networks for more robust Al systems.

For this data, the metadata may be:

1.
2.
3.

Author
Publication date
Category

84



Naive RAG

= Chunking ——

Knowledge Base

Use

PROTOPAPAS

User Query

4

D

b 4

Documents Documer\t
Embedding
Embedding
Model
Vector Database
’ ‘ » LLM
Query and Prompt + query
] embedded + context
Query \ /
LLM Response
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Naive RAG

= Chunking ——

Knowledge Base

L 4

»

Use

PROTOPAPAS

User Query

4

Documents Documer\t
Embedding
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Naive RAG - Prompt + query + context

Prompt

System prompts acts as an instruction given to the model
to guide its behavior and responses

Query

The query is the user’s initial input.

Context refers to the information
retrieved from the vector database
that is relevant to the query,

PROTOPAPAS

Query

Context
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