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Advanced Sections 



Outline

1. Introduction to Artificial Neural Networks
2. Review of basic concepts 
3. Single Neuron Network (‘Perceptron’) 
4. Multi-Layer Perceptron (MLP) 
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Today’s news

Skin Conditions

Using Deep Learning in diagnosing 
skin conditions

Stopping Cyberattacks

Detecting tampering with the 
diagnostic images, or quietly upped 
the radiation levels. 
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Today’s news

Image generation

Katie Bouman’s CHIRP produces the 
first-ever image of a black hole.  

Computer Code Generation
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The Potential of Data Science

Gender Bias Racial Bias  

Some DS models for evaluate job 
applications show bias in favor of 
male candidate

Risk models used in US courts have  
shown to be biased against non-
white defendants
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Historical Trends

Disease prediction Game strategy

Natural Language 
Processing

2016

2018
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What is Machine Learning?

OUTPUT INFERRED
OUTPUT

TRADITIONAL PROGRAMMING

INPUT

GENERAL 
PROGRAMMING

LEARNED 
PROGRAM

INPUT

MACHINE 
LEARNING

OUTPUT

NEW 
INPUT

MACHINE LEARNING
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Supervised v/s Unsupervised Machine Learning

Supervised Learning: Learns with “labeled” data Unsupervised Learning: Learns by clustering or association
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Building blocks of supervised machine learning

SUPERVISED MACHINE LEARNING WORKFLOW

GET LABELED DATA

DEFINE LOSS
FUNCTION

SELECT MODEL

MINIMIZE LOSS
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Building blocks of supervised machine learning

SUPERVISED MACHINE LEARNING WORKFLOW

GET LABELED DATA

DEFINE LOSS
FUNCTION

SELECT MODEL

MINIMIZE LOSS

Sales vs Advertising budget, 
Patient history vs heart disease

(Response & Predictor variables)
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Response vs. Predictor Variables

TV radio newspaper sales

230.1 37.8 69.2 22.1

44.5 39.3 45.1 10.4

17.2 45.9 69.3 9.3

151.5 41.3 58.5 18.5

180.8 10.8 58.4 12.9

outcome
response variable

dependent variable

𝑋 = 𝑋!, … , 𝑋"
𝑋! = 𝑥"! , … , 𝑥#! , … , 𝑥$!

predictors
features

covariates

p predictors

n
ob

se
rv

at
io

ns

𝑌 = 𝑦", … , 𝑦$response variable Y
is continuous

15



Heart Data

Age Sex ChestPain RestBP Chol Fbs RestECG MaxHR ExAng Oldpeak Slope Ca Thal AHD

63 1 typical 145 233 1 2 150 0 2.3 3 0.0 fixed No

67 1 asymptomatic 160 286 0 2 108 1 1.5 2 3.0 normal Yes

67 1 asymptomatic 120 229 0 2 129 1 2.6 2 2.0 reversable Yes

37 1 nonanginal 130 250 0 0 187 0 3.5 3 0.0 normal No

41 0 nontypical 130 204 0 2 172 0 1.4 1 0.0 normal No

response variable Y
is Yes/No

These data contain a binary outcome AHD for 303 
patients who presented with chest pain. 
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Building blocks of supervised machine learning

SUPERVISED MACHINE LEARNING WORKFLOW

GET LABELED DATA

DEFINE LOSS
FUNCTION

SELECT MODEL

MINIMIZE LOSS

Sales vs Advertising budget, 
Patient history vs heart disease

(Response & Predictor variables)

Regression, 
Classification, Object 

Detection  
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Supervised Machine Learning examples

CLASSFICATION

SUPERVISED MACHINE LEARNING

• FRAUD DETECTION

REGRESSION

• EMAIL SPAM DETECTION

• IMAGE CLASSIFICATION

• RISK ASSESSMENT

• SCORE PREDICTION

response variable Y
is continuous

response variable Y
is categorical e.g. Yes/No

• HOUSING PRICES
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Building blocks of supervised machine learning

SUPERVISED MACHINE LEARNING WORKFLOW

GET LABELED DATA

DEFINE LOSS
FUNCTION

SELECT MODEL

MINIMIZE LOSS

Sales vs Advertising budget, 
Patient history vs heart disease

(Response & Predictor variables)

Regression, 
Classification, Object 

Detection  

Mean Squared Error,
Binary Cross Entropy, 

Categorical Cross 
Entropy, Hinge Loss

19



Loss for linear regression 

MSE as the loss function, 

L(�0,�1) =
1

n

nX

i=1

(yi � byi)2 =
1

n

nX

i=1

[yi � (�1X + �0)]
2 .
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Loss function for Logistic Regression 

Cross Entropy as a loss function

ℒ 𝛽(, 𝛽) = −&
*

[𝑦* log 𝑝* + 1 − 𝑦* log(1 − 𝑝*)]
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Building blocks of supervised machine learning

SUPERVISED MACHINE LEARNING WORKFLOW

GET LABELED DATA

DEFINE LOSS
FUNCTION

SELECT MODEL

MINIMIZE LOSS

Sales vs Advertising budget, 
Patient history vs heart disease

(Response & Predictor variables)

Linear Regression, 
Logistic Regression

Mean Squared Error,
Binary Cross Entropy

Analytical solution,
Gradient Descent
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Optimization

How does one minimize a loss function?

Minima or maxima of 𝐿 𝛽(, 𝛽) must 
occur at points where the gradient  
(slope)

∇𝐿 = +,
+-#

, +,+-$ =0

• Brute Force: Try every combination

• Exact: Solve the above equations

• Greedy Algorithm: Gradient Descent
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Optimization: Brute force

A way to estimate argmin%!,%" 𝐿 is to calculate the loss function for 
every possible 𝛽& and 𝛽'. Then select the  𝛽& and 𝛽' where the loss 
function is minimum. 

E.g. the loss function for different 𝛽' when 𝛽& is fixed to be 6:

Very computationally 
expensive with many 
coefficients
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Gradient Descent

When we can’t analytically solve for the stationary points of the gradient, we can 
still exploit the information in the gradient. 
The gradient ∇𝐿 at any point is the direction of the steepest increase. The negative 
gradient is the direction of steepest decrease. 
By following the –ve gradient, we can eventually find the lowest point. 
This method is called Gradient Descent 
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Outline

1. Introduction to Artificial Neural Networks
2. Review of basic concepts 
3. Single Neuron Network (‘Perceptron’) 
4. Multi-Layer Perceptron (MLP) 
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Logistic Regression Revisited

𝑥" Affine ℎ" = 𝛽% + 𝛽"𝑥" Activation 𝑝" =
1

1 + 𝑒&'!
ℒ! 𝛽 = −𝑦! ln 𝑝! − 1 − 𝑦! ln(1 − 𝑝!)Loss Fun

True y

27



Logistic Regression Revisited
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Logistic Regression Revisited
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Logistic Regression Revisited

… ……
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Logistic Regression Revisited

… ……

ℒ(𝛽) =&
$

#

ℒ$ 𝛽

𝑥! Affine ℎ! = 𝛽" + 𝛽!𝑥! Activation 𝑝! =
1

1 + 𝑒#$!
ℒ! 𝛽 = −𝑦! ln 𝑝! − 1 − 𝑦! ln(1 − 𝑝!)Loss Fun

𝑥& Affine ℎ& = 𝛽" + 𝛽!𝑥& Activation 𝑝& =
1

1 + 𝑒#$#
ℒ# 𝛽 = −𝑦# ln 𝑝# − 1 − 𝑦# ln(1 − 𝑝!#)Loss Fun

𝑥% Affine ℎ% = 𝛽" + 𝛽!𝑥% Activation 𝑝% =
1

1 + 𝑒#$"
ℒ" 𝛽 = −𝑦" ln 𝑝! − 1 − 𝑦" ln(1 − 𝑝")Loss Fun
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Build our first ANN

ℒ(𝛽) =7
'

&

ℒ' 𝛽Affine𝑋 ℎ = 𝛽" + 𝑋𝛽! Activation 𝑝 =
1

1 + 𝑒#$ Loss Fun

matrix: 
𝑛$×𝑛%

vector: 
𝑛%×1

𝑛#: number of predictors
𝑛$: number of observations

vector: 
𝑛&×1

scalar
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Build our first ANN

ℒ(𝛽) =7
'

&

ℒ' 𝛽Affine𝑋 ℎ = 𝛽" + 𝑋𝛽! Activation 𝑝 =
1

1 + 𝑒#$ Loss Fun

ℒ(𝛽) =7
'

&

ℒ' 𝛽Affine𝑋 ℎ = 𝑋𝑊 + 𝑏 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun
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Build our first ANN

ℒ(𝛽) =7
'

&

ℒ' 𝛽Affine𝑋 ℎ = 𝛽" + 𝑋𝛽! Activation 𝑝 =
1

1 + 𝑒#$ Loss Fun

ℒ(𝛽) =7
'

&

ℒ' 𝛽Affine𝑋 ℎ = 𝑋𝑊 + 𝑏 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun

ℒ(𝛽) =7
'

&

ℒ' 𝛽Affine𝑋 ℎ = 𝑋𝑊 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun

𝑋 =
1 𝑋!! …
1 ⋮ …
1 𝑋(! …

𝑋!)
⋮
𝑋()

W =

𝑏
𝑊!
⋮
𝑊"
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Build our first ANN

ℒ(𝑊) =7
'

&

ℒ' 𝑊Affine𝑋 ℎ = 𝑋𝑊 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun

35



Build our first ANN

ℒ(𝑊) =7
'
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ℒ' 𝑊Affine𝑋 ℎ = 𝑋𝑊 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun
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Build our first ANN

ℒ(𝑊) =7
'

&

ℒ' 𝑊Affine𝑋 ℎ = 𝑋𝑊 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun
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“Sigmoid activation” 𝝈



Build our first ANN

ℒ(𝑊) =7
'

&

ℒ' 𝑊Affine𝑋 ℎ = 𝑋𝑊 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun
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𝑋 𝑌σ𝑋𝑊



Build our first ANN

ℒ(𝑊) =7
'

&

ℒ' 𝑊Affine𝑋 ℎ = 𝑋𝑊 Activation 8𝑦 =
1

1 + 𝑒#$ Loss Fun
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𝑋 𝑌σ𝑋𝑊

Single Neuron Neural “Network”



Up to this point we just re-branded logistic regression to look like a 
neuron. 

How about linear regression? 

ℒ(𝛽) =7
'

&

ℒ' 𝛽Affine𝑋 ℎ = 𝛽" + 𝛽!𝑋
Activation
Linear

𝑦 = ℎ Loss Fun

𝑋 𝑌XW 𝐼 Where 𝐼 is the identity function  
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So what’s the big deal about Neural Networks?
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So what’s the big deal about Neural Networks?

No Linear Functions!
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No Linear Functions!
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Outline

1. Introduction to Artificial Neural Networks 

2. Review of Classification and Logistic Regression 

3. Single Neuron Network (‘Perceptron’)  

4. Multi-Layer Perceptron (MLP) 
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Example Using Heart Data

Slightly modified data to illustrate concepts. 
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Example Using Heart Data

Slightly modified data to illustrate a point. 
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Example Using Heart Data
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Example Using Heart Data

Choose W such as 

𝑋 𝑌σ𝑋𝑊
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Example Using Heart Data

Choose W such as 

Right part of data is fitted well 

𝑋 𝑌σ𝑋𝑊
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Example Using Heart Data

Choose W such as 
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Example Using Heart Data

Choose W such as 

Left part of data is fitted well 

𝑋 𝑌σ𝑋𝑊
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Example Using Heart Data

Two regions, two nodes

𝑋 𝑌σ𝑋𝑊

𝑋 𝑌σ𝑋𝑊
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Combining Neurons 

𝑧!

𝑧%

𝑋

σ𝑋𝑊!

σ𝑋𝑊%
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Combining Neurons 

𝑧!

𝑧%

𝑋

𝑧!

𝑧%

Add
(𝑧! + 𝑧" )

𝑞 = 𝑧! + 𝑧%

Not a 
probability!

σ𝑋𝑊!

σ𝑋𝑊%
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Combining Neurons 

𝑧!

𝑧%

𝑋

𝑧!

𝑧%

Affine

𝑞 = 𝑧! + 𝑧%𝑞 = 𝑊*!𝑧! +𝑊*%𝑧% +𝑊*"σ𝑋𝑊!

σ𝑋𝑊%
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Combining Neurons 

𝑧!

𝑧%

𝑋

𝑧!

𝑧%

Affine

𝑞 = 𝑧! + 𝑧%

Not a 
probability!

𝑞 = 𝑊*!𝑧! +𝑊*%𝑧% +𝑊*"σ𝑋𝑊!

σ𝑋𝑊%
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Combining Neurons 

𝑧!

𝑧%

𝑋

𝑧!

𝑧%

𝑝 =
1

1 + 𝑒%&

𝑞 = 𝑊'!𝑧! +𝑊'(𝑧( +𝑊')

σ𝑋𝑊!

σ𝑋𝑊%
Passing through sigmoid 
yields probabilities

𝐿 = −𝑦 ln p − 1 − y ln(1 − p)

Need to learn 𝑊), 𝑊' and𝑊?

σ𝑋𝑊*

We will talk about 
about this in the 
coming lectures
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Combining neurons allows us to model interesting functions

X Y
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Different weights change the shape and position

X Y
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Neural networks can model any reasonable function

X Y
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Adding layers allows us to model increasingly complex functions

X Y
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For 2-D input the same idea applies. 
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Summary
So far: 

• A single neuron can be a logistic regression or linear unit. We will 
soon see other choices of activation functions. 
• A neural network is a combination of logistic regression (or other 

types) units. 
• A neural network can approximate non-linear functions either for 

regression or classification.
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Summary
So far: 

• A single neuron can be a logistic regression or linear unit. We will 
soon see other choices of activation functions.
• A neural network is a combination of logistic regression (or other 

types) units. 
• A neural network can approximate non-linear functions either for 

regression or classification.
Next: 

•What kind of activations, how many neurons, how many layers, how 
to construct the output unit and what loss functions are 
appropriate?
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Summary
So far: 

• A single neuron can be a logistic regression or linear unit. We will 
soon see other choices. 
• A neural network is a combination of logistic regression (or other 

types) units. 
• A neural network can approximate non-linear functions either for 

regression or classification.
Next: 

•What kind of activations, how many neurons, how many layers, how 
to construct the output unit and what loss functions are 
appropriate?

Following two lectures on NN:
•How do we estimate the weights and biases? 
•How to regularize Neural Networks?


