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Today’s news

Skin Conditions

\
5
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Using Deep Learning in diagnosing
skin conditions

Stopping Cyberattacks

Detecting tampering with the
diagnostic images, or quietly upped
the radiation levels.



Today’s news

Image generation Computer Code Generation

n Sharif Shameem w7
L 1 dsharifshameem

This is mind blowing.

With GPT-3, | built a layout generator where you just
describe any layout you want, and it generates the JSX code

for you.

WHAT

Describe a layout.

st describe anvy lapout you want, and i1l try %0 render below

C

Katie Bouman’s CHIRP produces the
first-ever image of a black hole.



The Potential of Data Science

Risk models used in US courts have
shown to be biased against non-
white defendants

Some DS models for evaluate job
applications show bias in favor of
male candidate



Historical Trends

Game strategy

Disease prediction

Google's new Al can predict heart = °:’i~ Google DeepMind N ad t ura I La N g ua ge

disease by simply scanning your eyes B Tt g e [o0bl | Challenge Match
LR Processing

“Siri, what is
Deep Learning?”

VIA GETTY IMAGES
The secret to identifying certain health conditions
may be hidden in our eyes.

a
ah
BY

MONICA
CHIN

Researchers from Google and its health-tech DeepMind
subsidiary Verily announced on Monday that they

Ji—*‘— have successfully created algorithms to predict Alphazel‘o AI beats Champion Chess

whether someone has high blood pressure or is at

risk of a heart attack or stroke simply by scanning a program aftel‘ teaching itself in foul‘

person's eyes, the Washington Post reports.
hours

SEE ALSO: This fork helps you stay healthy

Google's researchers trained the algorithm with Google's artificial intelligence sibling DeepMind repurposes Go-playing Al to
images of scanned retinas from more than 280,000 conquer chess and shogi without aid of human knowledge

patients. By reviewing this massive database,

Google's algorithm trained itself to recognize the ’

patterns that designated people as at-risk.

This algorithm's success is a sign of exciting
developments in healthcare on the horizon. As
Google fine-tunes the technology, it could one day
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2. Review of basic concepts
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What is Machine Learning?

TRADITIONAL PROGRAMMING MACHINE LEARNING

Ceur [wevr ) [ovreur ]|
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GENERAL MACHINE
PROGRAMMING LEARNING

\_ J \_ J

U

NEW LEARNED INFERRED
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Supervised v/s Unsupervised Machine Learning

Supervised Learning: Learns with “labeled” data Unsupervised Learning: Learns by clustering or association

12



Building blocks of supervised machine learning

KUPERVISED MACHINE LEARNING WORKFLM
[ LABELED ]

v

SELECT MODEL

s

DEFINE LOSS
FUNCTION

4

MINIMIZE LOSS J

\_
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Building blocks of supervised machine learning

Sales vs Advertising budget,
Patient history vs heart disease
(Response & Predictor variables)

SUPERVISED MACHINE LEARNING WORKFLM

[ LABELED ]

\_

v

)

:
[
[

)
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Response vs. Predictor Variables

X=X1,...%X, 4 h e ™\
Xj = X1jyenr Xijy ever Xnj response variable Y Y =y1,..,¥n
predictors is continuous outcome
features L response variable
covariates dependent variable
- —=< o
g TV radio newspaper sales
o [ 2301 37.8 69.2 22.1
o 44.5 39.3 45.1 10.4
CIE) = 17.2 45.9 69.3 9.3
8 151.5 41.3 58.5 18.5
@) __ 180.8 10.8 58.4 12.9
< \

Y
p predictors

15



Heart Data

These data contain a binary outcome AHD for 303

patients who presented with chest pain.

response variable Y
is Yes/No

Age Sex ChestPain RestBP Chol Fbs RestECG MaxHR ExAng Oldpeak Slope Ca Thal | AHD
63 1 typical 145 233 1 2 150 2.3 0.0 fixed No
67 1 asymptomatic 160 286 0 2 108 1.5 3.0 normal = Yes
67 1 asymptomatic 120 229 0 2 129 2.6 2.0 reversable Yes
37 1 nonanginal 130 250 0 0 187 3.5 0.0 normal No
41 0 nontypical 130 204 0 2 172 1.4 0.0 normal No
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Building blocks of supervised machine learning

Regression,
Classification, Object
Detection

\_

SUPERVISED MACHINE LEARNING WORKFLM

ST
e

( ]

. VAN
e

v

iz oss g
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Supervised Machine Learning examples

response variable Y

response variable Y . i
is continuous

is categorical e.g. Yes/No

CLASSFICATION

« FRAUD DETECTION * RISK ASSESSMENT
 EMAIL SPAM DETECTION * SCORE PREDICTION

IMAGE CLASSIFICATION * HOUSING PRICES
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Building blocks of supervised machine learning

Mean Squared Error,
Binary Cross Entropy,
Categorical Cross
Entropy, Hinge Loss

% APERVISED MACHINE LEARNING WORKFLM

ST
[

FUNCTION

]




Loss for linear regression

MSE as the loss function,

20



Loss function for Logistic Regression

Cross Entropy as a loss function

L(Bo, B1) = — E[Yi logp; + (1 —y;)log(1 —py)]

L

5N
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Data
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Heart disease (AHD)
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Building blocks of supervised machine learning

Analytical solution,
Gradient Descent

% APERVISED MACHINE LEARNING WORKFLM

(£ %%
R

: L Y MINIMIZE LOSS J

22



Optimization

How does one minimize a loss function?

W, -

Local Minima '

//
';}f’

LIS
A
\222% )
e
MR

\

Saddle Point

Global Minima

Minima or maxima of L(By, f1) must
occur at points where the gradient

(slope)

oL OL
VL= aﬁo'aﬁll‘o

e Brute Force: Try every combination

Exact: Solve the above equations

Greedy Algorithm: Gradient Descent
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Optimization: Brute force

A way to estimate argming_ g L is to calculate the loss function for
every possible f, and f;. Then select the [y and 5; where the loss

function is minimum.

E.g. the loss function for different f; when S, is fixed to be 6:

Minimum at 81 = 0.044

Very computationally
expensive with many
coefficients
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Gradient Descent

When we can’t analytically solve for the stationary points of the gradient, we can
still exploit the information in the gradient.

The gradient VL at any point is the direction of the steepest increase. The negative

gradient is the direction of steepest decrease.
By following the -ve gradient, we can eventually find the lowest point.
This method is called Gradient Descent

Gradient and Negative Gradients Point Fol(ouinp the negative gradient step by step
to quickest way Up avidl_ leads all the way dow
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Outline

1. Introduction to Artificial Neural Networks
Review of basic concepts
Single Neuron Network (‘Perceptron’)

AW

Multi-Layer Perceptron (MLP)
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Logistic Regression Revisited

Affine

— hy = By + B1x1—

Activation

— D1

T 1te M

»| Loss Fun

= L1(f) = —y1In(py) — (1 —y)In(1 — py)
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Logistic Regression Revisited

Affine

Affine

— hy = By + B1x1—

— hy; = By + f1x,—

Activation

Activation

— D1

— P2 =

14 e M

»| Loss Fun

1+e N2

»| Loss Fun

= L1(f) = —y1In(py) — (1 — y)In(1 — py)

= L,(B) = =y, In(py) — (1 — y,)In(1 — p,)
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Activation

— D1
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14 e M
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1+e M2

»| Loss Fun

= L1(f) = —y1In(py) — (1 — y)In(1 — py)

= L,(B) = =y, In(py) — (1 — y,)In(1 — p,)

29



Logistic Regression Revisited

— hy = By + B1x1—

— hy; = By + f1x,—

X1 — | Affine
X2 — | Affine
Xn— | Affine

Activation

Activation

— hy = By + Brxn—

Activation |—

= L1(f) = —y1In(py) — (1 — y)In(1 — py)

= L,(B) = =y, In(py) — (1 — y,)In(1 — p,)

1
— P = e »| Loss Fun
1
—p, = = »| Loss Fun
1
Dn > Loss Fun

T 1+e

= L,(B) = —ynIn(py) — (1 — y)In(1 — pgy)
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Logistic Regression Revisited

— hy = By + B1x1—

— hy; = By + f1x,—

X1 — | Affine
X2 — | Affine
Xn— | Affine

Activation

Activation

— hy = By + Brxn—

Activation |—

Loss Fun

= L1(f) = —y1In(py) — (1 — y)In(1 — py)

Loss Fun

_ 1
TP T e
B 1
TP T e h
B 1
Pn = 1 e=hn

Loss Fun

= L,(B) = —ynIn(py) — (1 — y)In(1 — pgy)

L) = iﬁi(ﬁ)

= L,(B) = =y, In(py) — (1 — y,)In(1 — p,)
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Build our first ANN

Ny: number of predictors

N,: number of observations

X —| Affine

— h=fy+Xp —

(o

Activation

Loss Fun

— L(p) = i['i(ﬁ)

32



Build our first ANN

n
X —| Affine | — h=PFo+XP1 —| activation |— P = 73 g-n —| Loss Fun | —L(f) =zﬁi(5)
i

n
X —| Affine | —=h=XW +b —|Activation|— 7V = 1 + e-h —| Loss Fun —L(B) :ZLi(.B)
i




Build our first ANN

1 n
X — | Affine | — h=PBo+XP1 —| Activation |— P = {+ g-F —*| LlossFun | ——L(B) :ZLi(,B)
i
1 n
X —| Affine | —h=XW +b —|Activation |— 7 ~ 1 + e-h | Loss Fun ———>L(,B)=lei(,8)
i
1 n
X —| Affine |—h=XW — | Activation |— 5;:1_|_e—h — | Loss Fun ——’L(ﬂ):zﬁi(ﬁ)
i
1 X X [
11 - 1P W.
1 X X ' 34
ol op _VVp_



Build our first ANN

X — | Affine

Activation

<

1+eh

»| Loss Fun

— L(W) = iLi(W)
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Build our first ANN

Affine

Activation

<

1+e "

»| Loss Fun

— L(W) = iﬁi(W)
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Build our first ANN

Affine

Activation

<

T 1te”

\

n
> Loss Fun |—— L(W) = z L;(W)
i

\

“Sigmoid activation” o
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Build our first ANN

Affine | — h = XWW —> | Activation

<

1+eh

»| Loss Fun

XW

>_>Y

— L(W) = iLi(W)
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Build our first ANN

Affine | — h = XW —— | Activation

<

1+eh

»| Loss Fun

XW

>_>Y

Single Neuron Neural “Network”

— L(W) = iﬁi(W)

39



Up to this point we just re-branded logistic regression to look like a

neuron.

How about linear regression?

X —| Affine

Activation
= h=FothX — Linear
XW I — Y

Loss Fun

— L(B) = iﬁi(b’)

Where [ is the identity function



So what’s the big deal about Neural Networks?
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So what’s the big deal about Neural Networks?
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For regression?




For regression?
4
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Outline

1. Introduction to Artificial Neural Networks
2. Review of Classification and Logistic Regression
3. Single Neuron Network (‘Perceptron’)

4. Multi-Layer Perceptron (MLP)




Example Using Heart Data

Slightly modified data to illustrate concepts.




Example Using Heart Data

Slightly modified data to illustrate a point.

Yes= P ® @ @D (@D

AHD

NO - 9® @®Ie® €0
]

| | 1 | |
75 100 125 150 175 200
MaxHR




Example Using Heart Data

Yes = @ @ @I OWS

AHD

NO - @B ® €0

| | | | |
75 100 125 150 175 200
MaxHR




Example Using Heart Data

Choose W such as

Yes = — *;;1-.-
X — XW | o — Y g
I
‘z’ —— LogReg2
; AHD
0
t
9
AT
No=| @ = sseces cl-..;-.;;:.;.,--

] ' ' ' ' '
80 100 120 140 160 180 200
MaxHR




Example Using Heart Data

Choose W such as

Yes = — ...;;_1'-.1
X — XW| o — Y 9
I
‘Z’ —— LogReg2
@ AHD
(&)
t
9
I
No= @ = ssecam ‘l____.;__;;;_“ —
. . ! I 1 i ] ] !
Right part of data is fitted well 80 loc‘) 120 140 160 180 200
MaxHR




Example Using Heart Data

Yes =

Heart Disease (AHD)

No =

Choose W such as

——

—— LogRegl
AHD

)

e — O 0w e 10 )

i ' ' ' ] '
80 100 120 140 160 180 200
MaxHR




Example Using Heart Data

Xﬁ@c

Left part of data is fitted well

Heart Disease (AHD)

Choose W such as

Yes =

No =

~

)

U —

—— LogRegl

AHD

O ¢ g - e 10 ]

80

i
100

i
120

i
140
MaxHR

i
160

' i
180 200




Example Using Heart Data

Two regions, two nodes Y ——
/)
I
A
% —— LogReg2
9 AHD
fa)
X— | xw|o | — ¥ t
I
No= @ = ssecem cl-_.'-;;;?;..--
i ' i i ] i '
80 100 120 140 160 180 200
MaxHR
Yes = -r——; — . -
/)
XI
A
% —— LogRegl
X — XW | o — Y 2 AHD
£
3
I
No=| S===#—au 0 © NBOED EENENE0 W

] ] 1 ] ] ]
80 100 120 140 160 180 200
MaxHR




Combining Neurons
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Combining Neurons

1.0+ ’——
0.8 =
o =z, +2z
XWi| o —> z; /> o Z4 q= 21 T 23
0.2
0.0
75 160 12.5 15:0 17‘5 260 20+
1.8+
X

Add 16-

(24 +2z;)
1.0
1 [] [] [] [] []
1.0 75 100 125 150 175 200
0.8

— . zj Zo Not a
AWa| © = probability!
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Combining Neurons

10~
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06+
XW]_ o e Zq —— o Z4 q = W31Z1 + W32Z2 + W30
024
00
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18-
X
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Combining Neurons

10~
08+
06+
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024
00
75 100 125 150 175 200 \ 2.0+
18-
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Combining Neurons

e

N

XW,

/

N

We will talk about
about this in the
coming lectures

e Z
> Z]_ —P 04+ 1
0.2+
00
[ [ [ 1 [
75 100 125 150 175 200

10+

0.8+
0.6

—_— ZZ P Z2

0.2+

0.0+
T T T T T
75 100 125 150 175 200

Need to learn W, W, and W5

q = W312z1 + W3,2z, + W3y

1+e4

X W3 0] — oo

T T T T ¥ T
75 100 125 150 175 200

Passing through sigmoid
yields probabilities

L=-yIn(p) — (1 —y)In(1 - p)




Combining neurons allows us to model interesting functions

/e
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Different weights change the shape and position

/ |
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Neural networks can model anyreasonable function

0.81= I\ ﬂ
0.80 = 0.830 =

079 =

0.78 = 0.825 =

>077=

076 =

0.75 = /

|

|

]

I 0.815 =
074 = / I
]
//

0.73 =

1 1 1 1 1 1 1 1 1 1 1
-100  -75 -50 -25 0.0 25 5.0 7.5 10.0 -100 -75 -5.0 -25 0.0 25 5.0 7.5 10.0




Adding layers allows us to model increasingly complex functions

Sl 0.840
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For 2-D input the same idea applies.

XW]_G . Y. ’

X

X

XWZ G _X’l r ! .

X
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Summary

So far:
* A single neuron can be a logistic regression or linear unit. We will
soon see other choices of activation functions.
* A neural network is a combination of logistic regression (or other
types) units.
* A neural network can approximate non-linear functions either for
regression or classification.
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soon see other choices of activation functions.
* A neural network is a combination of logistic regression (or other
types) units.
* A neural network can approximate non-linear functions either for
regression or classification.
Next:
* What kind of activations, how many neurons, how many layers, how
to construct the output unit and what loss functions are
appropriate?




Summary

So far:

* A single neuron can be a logistic regression or linear unit. We will
soon see other choices.

* A neural network is a combination of logistic regression (or other
types) units.

* A neural network can approximate non-linear functions either for
regression or classification.

Next:

* What kind of activations, how many neurons, how many layers, how
to construct the output unit and what loss functions are
appropriate?

Following two lectures on NN:
* How do we estimate the weights and biases?
* How to regularize Neural Networks?




