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Random Forests

Random Forest is a modified form of bagging that creates ensembles of 
independent decision trees. 

To de-correlate the trees, we: 

1. train each tree on a separate bootstrap sample of the full training set 
(same as in bagging) 

2. for each tree, at each split, we randomly select a set of 𝐽′ predictors 
from the full set of predictors. 

From amongst the 𝐽′ predictors, we select the optimal predictor and the 
optimal corresponding threshold for the split. 
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Tuning Random Forests

Random forest models have multiple hyper-parameters to tune: 

1. the number of predictors to randomly select at each split 

2. the total number of trees in the ensemble 

3. the maximum depth or minimum leaf node size 

In theory, each tree in the random forest is full, but in practice this can 
be computationally expensive (and added redundancies in the model), 
thus, imposing a minimum node size or max_depth is not unusual. 
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Tuning Random Forests

There are standard (default) values for each of random forest hyper-
parameters recommended by long time practitioners, but generally 
these parameters should be tuned through OOB (making them data and 
problem dependent). 

e.g. number of predictors to randomly select at each split: 

– √𝑁! for classification

– "
#

for regression 

Using out-of-bag errors, training and cross validation can be done in a 
single sequence - we cease training once the out-of-bag error stabilizes 
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Variable Importance for RF

1. Mean Decrease in Impurity (MDI)

• Same as Bagging.

• Record the prediction accuracy on the oob samples for each tree. 

• Calculate the total amount that the RSS (for regression) or Gini index 
(for classification) is decreased due to splits over a given predictor, 
averaged over all trees. 

• The decrease in accuracy as a result of this permuting is averaged 
over all trees, and is used as a measure of the importance of variable 
𝑗 in the random forest. 

• The default in Scikit-learn feature_importances_
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Variable Importance for RF

2. Permutation Importance

• Record the prediction accuracy on the oob samples for each tree. 

• Randomly permute the data for column 𝑗 in the oob samples the 
record the accuracy again. 

• The decrease in accuracy as a result of this permuting is averaged 
over all trees, and is used as a measure of the importance of variable 
𝑗 in the random forest. 

3. One step further (SHAP values, LIME)

• We will see these methods in later lectures. 
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Variable Importance for RF

8
100 trees, max_depth=10
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Variable Importance for RF
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Final Thoughts on Random Forests

When the number of predictors is large, but the number of relevant 
predictors is small, random forests can perform poorly. 

Question: Why?

In each split, the chances of selected a relevant predictor will be low and 
hence most trees in the ensemble will be weak models. 
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Final Thoughts on Random Forests 

Increasing the number of trees in the ensemble generally does not increase 
the risk of overfitting. 

Again, by decomposing the generalization error in terms of bias and 
variance, we see that increasing the number of trees produces a model that 
is at least as robust as a single tree. 

However, if the number of trees is too large, then the trees in the ensemble 
may become more correlated, increase the variance. 
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Final Thoughts on Random Forests  (cont.)

Probabilities: 

• Random Forrest Classifier (and bagging) can return 
probabilities. 

• Question: How?
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Next Lecture

• Unbalance dataset

• Weighted samples 

• Categorical data

• Missing data

• Different implementations
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