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Bagging

One way to adjust for the high variance of the output of an experiment is
to perform the experiment multiple times and then average the results.

The same idea can be applied to high variance models:

1. Bootstrap: we generate multiple samples of training data, via
bootstrapping. We train a deeper decision tree on each sample
of data.

2. Aggregate: for a given input, we output the averaged outputs of
all the models for that input.

This method is called Bagging (Breiman, 1996), short for, of course,
Bootstrap Aggregating.

For classification, we return the class that is outputted by the plurality
of the models. For regression we return the average of the outputs for
eaCh tree. CS109A, PROTOPAPAS, PILLAI



Bagging (regression)

The resulting tree is
the average of all tree
(estimators).
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Bagging (classification)
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For each
bootstrap, we
build a decision
tree. The results is
a combination
(majority) of the
predictions from
all trees.



Bagging

Question: Do you see any problems?

If trees are too shallow it can still underfit.
Still some overfitting if the trees are too large.

Interpretability:

The major drawback of bagging (and other ensemble
methods that we will study) is that the averaged model is
no longer easily interpretable - i.e. one can no longer trace
the ‘logic’ of an output through a series of decisions based
on predictor values!
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Bagging

Question: Do you see any problems?

e |f trees are too shallow it can still underfit.
* Still some overfitting if the trees are too large.
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Case of underfitting/overfitting
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We decide on the complexity of the model
using Cross Validation




Bagging

Question: Do you see any problems?

Interpretability:

The major drawback of bagging (and other ensemble
methods that we will study) is that the averaged model is
no longer easily interpretable - i.e,, one can no longer trace
the ‘logic’ of an output through a series of decisions based
on predictor values!
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e Review of Decision Trees

* Bagging
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Out of Bag Error (OOB)

Original Data Bootstrap Sample 1 Decision Tree 1 Used and unused data
IS XY IS
Xq Y1 Xy Va ' t ) Xq Y1
X y2 X14 Y1a X3 Y2
X3 y3 X11 Y11 ' A ‘ X3 y3
Xy Ya :> X y2 :> ] " | Xy Ya

X5 Vs X35 Y35 — X5 Ys
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Out of Bag Error (OOB)

Original Data Bootstrap Sample 2 Decision Tree 2 Used and unused data
SRR x| Y ESRE
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X, Y2 X3 Y3 X, N
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Out of Bag Error (OOB)

Original Data Bootstrap Sample 3 Decision Tree 3 Used and unused data
x| v I I
X1 Y1 Xg Yo ) ‘ X1 Y1
X y2 Xy Ya l X3 y2
X3 y3 X1 Y1 ' J; ] X3 y3
Xy Ya :> X1 V1 :> 0 b Xy Ya

X5 Vs Xos Yes — X5 Vs
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Point-wise out-of-bag error
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Point-wise out-of-bag error

B Trees that did not see {X;, y;}

x| v

X4 V1 Classification
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OOB Error

We average the point-wise out-of-bag error over the full training set.

Classification

B B
1 1
Errorpgpg = Ez e; = Ez (Vi pw # Yi)
i i

Regression

B B
1 1 R 2
Errorgop = Ez e; = Ez(yi — yl',pW)
i i
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Out-of-Bag Error

Bagging is an example of an ensemble method, a method of building a single
model by training and aggregating multiple models.

With ensemble methods, we get a new metric for assessing the predictive
performance of the model, the out-of-bag error.

Given a training set and an ensemble of models, each trained on a bootstrap
sample, we compute the out-of-bag error of the averaged model by

1. For each pointin the training set, we average the predicted output for this
point over the models whose bootstrap training set excludes this point. We
compute the error or squared error of this averaged prediction. Call this the

point-wise out-of-bag error.

2. We average the point-wise out-of-bag error over the full training set.

CS109A, PROTOPAPAS, PILLAI 17




Bagging

Question: Do you see any problems?

Interpretability:

The major drawback of bagging (and other ensemble
methods that we will study) is that the averaged model is
no longer easily interpretable - i.e. one can no longer trace
the ‘logic’ of an output through a series of decisions based
on predictor values!
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Variable Importance for Bagging

Calculate the total amount that the MSE (for regression) or Gini index (for
classification) is decreased due to splits over a given predictor, averaged
over all B trees.

Variable Importance for Bagging

Age=[
sex =
ChestPain =

RestBP ~{[

Chol =

Fos =

RestECG ={[
MaxHR =

ExAng =[]

Oldpeak=|"

Slope =[[

Ca= -

Thal = l

1 1 1 1 1 1 1 1
0.000 0.025 0050 0.075 0.100 0.125 0.150 0.175
Relative Importance

100 trees, max_depth=10
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Improving on Bagging

In practice, the ensembles of trees in Bagging tend to be highly correlated.

Suppose we have an extremely strong predictor, x; , in the training set
amongst moderate predictors. Then the greedy learning algorithm
ensures that most of the models in the ensemble will choose to split on x;
In early iterations.

However, we assumed that each tree in the ensemble is independently
and identically distributed, with the expected output of the averaged
model the same as the expected output of any one of the trees.
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Improving on Bagging

Recall, for B number of identically and independently distributed
variable, X, with variance ¢?, the variance of the estimate of the mean is:

(@) =2
var = -
Uy B
Estimates of means for x ~ N(0, 1) for 100 uncorralated Xs (3000 simulations)
v T white noise
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Improving on Bagging

For B number of identically but not independently distributed variables
with pairwise correlation p and variance ¢, the variance of their mean is

var(f,) « o(1+ p*)/B

Estimates of means for correlated xs, o= 0.5, for 100 Xs. Here we show
the results for 3000 simulations

4 - white noise
correlated data
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