Model Selection with Cross Validation
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Cross Validation: Motivation

Using a single validation set to select amongst multiple models can be
problematic - there is the possibility of overfitting to the validation

set.

¢ Training It is obvious that degree=3 is the
Y A Degree=2 s . .
¢ Validation correct model but the validation

set by chance favors the linear

'\,\". model.
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Cross Validation: Motivation

Using a single validation set to select amongst multiple models can be
problematic - there is the possibility of overfitting to the validation

set.

One solution to the problems raised by using a single validation set is to
evaluate each model on multiple validation sets and average the
validation performance.

One can randomly split the training set into training and validation
multiple times but randomly creating these sets can create the scenario
where important features of the data never appear in our random draws.
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Cross Validation
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Train-Validation-Test

The test set should never be

touched for model training or

We introduce a different sub-set, which we called validat :
selection.

to select the model.

. Train [Validaﬁon Test

We use this to We use this to We use this to
i report model
train a model select model ST
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Cross Validation

Test
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Cross Validation
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Cross Validation
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Cross Validation
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Cross Validation
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Cross Validation
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Cross Validation
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K-Fold Cross Validation

Given a data set {X4, ..., X,;}, where each {Xy, ..., X,;} contains J features.

To ensure that every observation in the dataset is included in at least one
training set and at least one validation set we use the K-fold validation:

* splitthe data into K uniformly sized chunks, {Cj, ..., Ck}

* we create K number of training/validation splits, using one of the K
chunks for validation and the rest for training.

We fit the model on each training set, denoted fc_i , and evaluate it on the

corresponding validation set, fc_ (C;). The cross validation is the performance
of the model averaged across all valldatlon sets:

CV (Model) = — zL(fC_ (€))

gigere Lis aloss function.
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Leave-One-Out

Or using the /leave one out method:
* validation set: {X;}
* training set: X_; = {Xq, ..., Xj—_1, Xix1, - Xn}

fori =1, ..,n:

We fit the model on each training set, denoted fX_l., and evaluate it on the
corresponding validation set, fx_i (X;).

The cross validation score is the performance of the model averaged across all
validation sets:

I .
CV(Model) = — " L(fy_, (X))
=1

where L is a loss function.
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The model used to fit the data The data to fit

The target variable fo
predict on

sklearn.model selection.cross validate (estimator, X, vy,

scoring, cv, return train score)

Number of folds

Strategy to evaluate the performance of the Set to True tfo include
cross-validated model on the test sef. train scores
Use “neg_mean_squared_error” for regression




& Description

W Exercise: Best Degree of Polynomial
using Cross-validation

The aim of this exercise is to find the best degree of polynomial based on the
MSE values. Further, plot the train and cross-validation error graphs as shown
below.

wi Training error
Cross-Validation error
g 10* 1
w
©
[
S 10° 1
o
wv
c
o
LY
= 107 4
10" 1

B
.

T T

0 2 4 6 8
Degree of Polynomial

Instructions:

* Read the dataset and split into train and validation sets.

» Select a max degree value for the polynomial model.

For each degree:
o Perform k-fold cross validation

o Fit a polynomial regression model for each degree on the training
data and predict on the validation data 18

« Compute the train, validation and cross-validation error as MSE values and



When to use CV and when to use Validation only?

Choosing number of folds?
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Scaling: Revisited
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