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lower prices offered to buyers who live in more affluent neighborhoods
https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

Online price discrimination
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https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers 
that did not differ in browsing behavior, 
preferences or demographic 
characteristics, except in gender. 

One experiment showed that Google 
displayed ads for a career coaching service 
for “$200k+” executive jobs 1,852 times to 
the male group and only 318 times to the 
female group. Another experiment, in July 
2014, showed a similar trend but was not 
statistically significant.

Online job ads
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

A commercial tool COMPAS 
automatically predicts some categories 
of future crime to assist in bail and 
sentencing decisions.  It is used in 
courts in the US. 

The tool correctly predicts recidivism 
61% of the time. 

Blacks are almost twice as likely as 
whites to be labeled a higher risk but 
not actually re-offend. 

The tool makes the opposite mistake 
among whites: They are much more 
likely than blacks to be labeled lower 
risk but go on to commit other crimes. 

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Racial bias in criminal sentencing
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Data science is algorithmic, therefore 
it cannot be biased!  And yet… 

• All traditional evils of discrimination, and 
many new ones, exhibit themselves in the 
data science eco system 

• Bias that is inherent in the data or in the 
process, and that is often due to systemic 
discrimination, is propelled and amplified  

• Transparency helps prevent 
discrimination, enable public debate, 
establish trust  

• Technology alone won’t do: also need 
policy, user involvement and education

�5

http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspx

Is data science impartial?
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data protection

fairness

diversity

transparency

Because of its power, data science must be used responsibly

Data, responsibly

sharing

acquisition

querying

analysis

… with a holistic view of the lifecycle
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Fairness
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by Moritz Hardt

Fairness in ML
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• What are the tasks we are interested in? 

- predictive analytics 

• What do we mean by bias? 

- statistical bias: a model is biased if it doesn’t summarize 
the data correctly 

- societal bias: a dataset or a model is biased if it does 
not represent the world “correctly”, e.g., data is not 
representative, there is measurement error, or the world 
is “incorrect”  

the world as it is or as it should be?

�9

Fairness is lack of “bias”
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TBD, , Mitchell, Potash, Barocas

7 DISCUSSION
Here we highlight some confusing terminology and suggest moving
to more descriptive language.

In the computer science literature it is common to equate an
individual with their variables, e.g. “we denote the set of individ-
uals by V ” [33]. Furthermore, P[Y = 1|V = �] is then called an
individual’s “true risk” [23, 24]. �ese terminologies allow us to
assume we have measured and conditioned on all the relevant at-
tributes of an individual. �e statistics literature usually separates
the notion of an individual (o�en indexed by i) from their measured
variables �i . We propose adopting this convention and describing
P[Y = 1|V = �] as conditional probabilities.

�e term “biased data” (e.g. [12, 18, 60, 72]) collapses retrospec-
tive injustice with statistical concerns about non-representative
sampling and measurement error, see Figure 2. �ere is overlap
between the two concepts, e.g. using arrests as a measure of crime
can introduce statistical bias from measurement error that is dif-
ferential by race because of a racist policing system [2, 76]. But
suppose we could perfectly measure crime, does this make the data
free from “bias”? In a statistical sense, yes.19 In a societal sense, no,
because crime rates re�ect societal injustice (including how crime
is de�ned).

world as it should and could be

world as it is

 retrospective injustice
(societal bias)

world according to data

 non-representative sampling
measurement error

Figure 2: “Biased data”

�e term “biased model/algorithm” is used to describe violations
of parities, e.g. unequal FPRs [6]. Lipton and Steinhardt caution
against collapsing statistical parities with legal or ethical concepts
[73]. Adopting the word “fairness” to describe the above de�ni-
tions leads to confusion, e.g. thinking that we should “applaud and
encourage” the application of any of them because it “ immedi-
ately increases the amount of fairness, by some metric” [101]. �is
“mythic equivalence between technical and social notions of fair-
ness” precludes progress [45]. Similarly, a quantity labeled “utility”
or “social welfare” may fail to re�ect the goals of many.

8 CONCLUSION
Our brief survey of fairness in prediction-based decision systems
has identi�ed several pitfalls. Neither maximization of a “utility
function” (e.g. accuracy) nor satisfaction of a “fairness constraint”
(e.g. demographic parity) guarantee social and political goals. Nei-
ther provide a complete, causal model of the world to prescribe

19In statistics, “bias” refers to properties of an estimator, not data. Here we mean bias
in the estimation of conditional probabilities or fairness metrics that could result from
non-representative data, measurement error, or model misspeci�cation.

interventions towards those goals. Both can narrow focus to the
quanti�able, introduce harmful simpli�cations, and mislead that
the issues are purely technical [45, 84]. But while data and math-
ematical formalization are far from saviors, they are not doomed
to be tools of oppression. Indeed, they can be designed to help
disadvantaged groups [35, 40, 95].

In the pursuit of that goal, we need explicit, clear communication.
We a�empted this in outlining the choices and assumptions made
in se�ing up a prediction-based decision system, the �rst few of
which are o�en implicit. We presented several de�nitions of fairness
from the literature in common notation to facilitate comparisons,
regarding none as the axiomatic de�nition of fairness, justice, or
nondiscrimination.
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when data is about people, bias can lead to discrimination

“Biased data”
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Disparate treatment is the illegal practice of 
treating an entity, such as a creditor or 
employee, differently based on a protected 
characteristic such as race, gender, age, 
religion, sexual orientation, or national origin. 

Disparate impact is the result of systematic 
disparate treatment, where disproportionate 
adverse impact is observed on members of 
a protected class.

�11

http://www.allenovery.com/publications/
en-gb/Pages/Protected-characteristics-

and-the-perception-reality-gap.aspx

The evils of discrimination
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Positive Outcomes Negative Outcomes

offered employment denied employment

accepted to school rejected from school

offered a loan denied a loan

offered a discount not offered a discount

Consider a vendor assigning positive or negative  
outcomes to individuals.

Vendors and outcomes
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Fairness is concerned with how outcomes are 
assigned to a population

population

◦
◦

◦
◦

◦

◦

◦
◦

◦ ◦ ◦
◦

◦
◦

◦

◦

◦
◦

◦ ◦⊕

⊕

⊕

⊕

⊖

⊖
⊖ ⊖

⊖
⊖

assignments
individual with

negative outcome
individual with

positive outcome

40% of the population

positive outcomes

Assigning outcomes to populations
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Sub-population: those with red hair 
(under the same assignment of outcomes)

hair 
color

red

not
red

⊕ ⊖
⊖ ⊖

⊕
⊕⊖

⊖

⊖

⊕

40% of the whole population

20%  
of red  
haired

60%  
of not red  

haired

positive
outcomes

statistical
parity
fails

}
disparate
impact 
on red-haired
people

Sub-populations may be treated differently
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outcomes swapped

hair 
color

red

not
red

⊕ ⊖
⊖

⊕

⊕

⊖

⊖

⊖

⊕

40% of the whole population

40%  
of red  
haired

40%  
of not red  

haired

positive
outcomes

⊖

Statistical parity (a popular group fairness measure) 
demographics of the individuals receiving any outcome are the same 

as demographics of the underlying population

Statistical parity
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hair length
long not long

hair 
color

red

not
red

⊕
⊖
⊖⊖

⊕

⊕ ⊖

⊖

⊖

⊕

positive
outcomes

20%  
of red  
haired

60%  
of not red  

haired

Now consider the assignments under both 
 hair color (protected) and hair length (innocuous)

Deniability
The vendor has adversely impacted red-haired people, but claims 

that outcomes are assigned according to hair length. 

Redundant encoding
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hair length
long not long

hair 
color

red

not
red

⊕
⊖
⊖⊖

⊕

⊕ ⊖

⊖

⊖

⊕

positive
outcomes

20%  
of red  
haired

60%  
of not red  

haired

Removing hair color from the vendor’s assignment 
process does not prevent discrimination!

Assessing disparate impact
Discrimination is assessed by the effect on the protected sub-

population, not by the input or by the process that lead to the effect.

Blinding is not an excuse
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zip code
10025 10027

race

black

white

20%  
of black  

60%  
of white

Let’s replace hair color with race (protected),  
hair length with zip code (innocuous)

⊕
⊖
⊖⊖

⊕

⊕ ⊖

⊖

⊖

⊕

positive
outcomes

Redundant encoding
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Redlining is the practice of arbitrarily denying or limiting 
financial services to specific neighborhoods, generally 
because its residents are people of color or are poor.   

�19

Households and 
businesses in the red 
zones could not get 

mortgages or business 
loans.

wikipedia

Philadelphia, 1936

Redlining
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credit score
good bad

black

white

⊕
⊖
⊖

⊖

⊕

⊕ ⊖

⊖

⊖

⊕

positive 
outcomes

40%  
of black 

40%  
of white

May be contrary to the goals of the vendor
ra

ce
positive outcome: offered a loan

Impossible to predict loan payback accurately.   
Use past information, which may itself be biased. 

Imposing statistical parity
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Statistical parity (a popular group fairness measure) 
demographics of the individuals receiving any outcome are the same 

as demographics of the underlying population

credit score
good bad

black

white

⊕
⊖
⊖

⊖

⊕

⊕ ⊖

⊖

⊖

⊕

positive 
outcomes

40%  
of black  

40%  
of white

ra
ce

Individual fairness
any two individuals who are similar w.r.t. a particular task should 

receive similar outcomes

Is statistical parity sufficient?
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Ricci v. DeStefano (2009)
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individual fairness group fairness

equality equity

two intrinsically different world views

Two notions of fairness
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2 intrinsically different worlds views 

• What you see is what you get (WYSIWYG) - individual 
fairness 

• We are all equal (WAE) - group fairness

�24

Goal: tease out the difference between beliefs about fairness and 
mechanisms that logically follow from those beliefs.

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]

Construct Space (CS) Observed Space (OS) Decision Space (DS)

intelligence SAT score performance in 
collegegrit high-school GPA

propensity to 
commit crime family history

recidivism
risk-averseness age

On the (im)possibility of fairness
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Individual fairness: The mapping from CS to OS has low 
distortion. That is, OS faithfully represents CS. (WYSIWYG)

�25

Fairness: a mapping from CS to DS is (ε, ε’)-fair if two objects that are 
no further than ε in CS map to objects that are no further than ε’ in DS.

[S. Friedler, C. Scheidegger and S. Venkatasubramanian, arXiv:1609.07236v1 (2016)]

Group fairness: The mapping from CS to OS has structural bias, 
a distortion that aligns with group structure of CS. (WAE)

Observed Space (OS)Construct Space (CS) Decision Space (DS) 

•
•

•
•• •

•
•
•

Fairness through mappings

f :CS→ DS dCS (x, y) < ε ⇒ dDS ( f (x), f (y)) < ε '
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x
•
•
y M (y)

M (x)

Individuals who are similar for the purpose of 
classification task should be treated similarly.

d(x, y)
A task-specific similarity 
metric is given  

is a randomized mapping: an individual is 
mapped to a distribution over outcomes

X individuals

M :X→O

M :X→O

O outcomes

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

Fairness:

M is a Lipschitz mapping if ∀x, y∈X M (x),M (y) ≤ d(x, y)
close individuals map to close distributions

Fairness through awareness
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O outcomes Y actions

data owner vendor

f :O→Y

x
•
•
y

•
•
M (y)

M (x)
•
•

f (M (x))

f (M (y))

fairness enforced at this step

X individuals

M :X→O

[C. Dwork, M. Hardt, T. Pitassi, O. Reingold, R. S. Zemel; ITCS 2012]

simpsons.wikia.com

vendor cannot introduce bias

Vendors can maximize expected utility, 
subject to the Lipschitz condition

Fairness through awareness
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Racial bias in criminal sentencing
A commercial tool COMPAS 
automatically predicts some 
categories of future crime to assist in 
bail and sentencing decisions.  It is 
used in courts in the US.
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COMPAS is well-calibrated: in the window around 40%, 
the fraction of defendants who were re-arrested is ~40%, 
both over-all and per group.

�29

COMPAS as a predictive instrument

Figure 1: Top: distribution of risk scores for Broward
County data (le�), and simulated data drawn from two beta
distributions with equal means (right). Bottom: using a sin-
gle threshold which detains 30% of defendants in Broward
County violates statistical parity (as measured by detention
rate), predictive equality (false positive rate), and condi-
tional statistical parity (detention rate conditional on num-
ber of prior arrests). We omit the last measure for the sim-
ulated data since that would require making additional as-
sumptions about the relationship of priors and risk in the
hypothetical populations.

�e reason for these disparities is that white and black defen-
dants in Broward County have di�erent distributions of risk, pY |X ,
as shown in Figure 1. In particular, a greater fraction of black de-
fendants have relatively high risk scores, in part because black
defendants are more likely to have prior arrests, which is a strong
indicator of reo�ending. Importantly, while an algorithm designer
can choose di�erent decision rules based on these risk scores, the
algorithm cannot alter the risk scores themselves, which re�ect
underlying features of the population of Broward County.

Once a decision threshold is speci�ed, these risk distributions
determine the statistical properties of the decision rule, including
the group-speci�c detention and false positive rates. In theory, it is
possible that these distributions line up in a way that achieves sta-
tistical parity or predictive equality, but in practice that is unlikely.
Consequently, any decision rule that guarantees these various fair-
ness criteria are met will in practice deviate from the unconstrained
optimum.

Kleinberg et al. [29] establish the incompatibility of di�erent
fairness measures when the overall risk Pr(Y = 1 | �(X ) = �i ) dif-
fers between groups �i . However, the tension we identify between
maximizing public safety and satisfying various notions of algorith-
mic fairness typically persists even if groups have the same overall
risk. To demonstrate this phenomenon, Figure 1 shows risk score
distributions for two hypothetical populations with equal average
risk. Even though their means are the same, the tail of the red dis-
tribution is heavier than the tail of the blue distribution, resulting
in higher detention and false positive rates in the red group.

�at a single decision threshold can, and generally does, result in
racial disparities is closely related to the notion of infra-marginality

Figure 2: Recidivism rate by COMPAS risk score and race.
White and black defendants with the same risk score are
roughly equally likely to reo�end, indicating that the scores
are calibrated. �e �-axis shows the proportion of defen-
dants re-arrested for any crime, including non-violent of-
fenses; the gray bands show 95% con�dence intervals.

in the econometric literature on taste-based discrimination [3, 4,
34, 37]. In that work, taste-based discrimination [6] is equated
with applying decision thresholds that di�er by race. �eir se�ing
is human, not algorithmic, decision making, and so one cannot
directly observe the thresholds being applied; the goal is thus to
infer the thresholds from observable statistics. �ough intuitively
appealing, detention rates and false positive rates are poor proxies
for the thresholds: these infra-marginal statistics consider average
risk above the thresholds, and so can di�er even if the thresholds
are identical (as shown in Figure 1). In the algorithmic se�ing, past
fairness measures notably focus on these infra-marginal statistics,
even though the thresholds themselves are directly observable.

6 DETECTING DISCRIMINATION
�e algorithms we have thus far considered output a decision d(x)
for each individual. In practice, however, algorithms like COMPAS
typically output a score s(x) that is claimed to indicate a defendant’s
risk pY |X ; decision makers then use these risk estimates to select
an action (e.g., release or detain).

In some cases, neither the procedure nor the data used to gener-
ate these scores is disclosed, prompting worry that the scores are
themselves discriminatory. To address this concern, researchers
o�en examine whether scores are calibrated [29], as de�ned by
Eq. (4).10 Since the true probabilities pY |X are necessarily cali-
brated, it is reasonable to expect risk estimates that approximate
these probabilities to be calibrated as well. Figure 2 shows that the
COMPAS scores indeed satisfy this property. For example, among
defendants who scored a seven on the COMPAS scale, 60% of white
defendants reo�ended, which is nearly identical to the 61% percent
of black defendants who reo�ended.

However, given only scores s(x) and outcomes �, it is impossible
to determine whether the scores are accurate estimates of pY |X
10Some researchers also check whether the AUC of scores is similar across race
groups [38]. �e theoretical motivation for examining AUC is less clear, since the true
risk distributions might have di�erent AUCs, a pa�ern that would be reproduced in
scores that approximate these probabilities. In practice, however, one might expect
the true risk distributions to yield similar AUCs across race groups—and indeed this is
the case for the Broward County data.

[plot from Corbett-Davies et al.; KDD 2017]

Predictive parity (also called calibration) 
an instrument identifies a set of instances as having probability x of 

constituting positive instances, the approximately an x fraction of this 
set are indeed positive instances, over-all and in sub-populations

[J. Kleinberg, S. Mullainathan, M. Raghavan; ITCS 2017]
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Group fairness impossibility result
[A. Chouldechova; arXiv:1610.07524v1 (2017)]

If a predictive instrument satisfies predictive parity, but the prevalence of the 
phenomenon differs between groups, then the instrument cannot achieve equal 

false positive rates and equal false negative rates across these groups

What is recidivism?: Northpointe [the maker of COMPAS] defined 
recidivism as “a finger-printable arrest involving a charge and a filing 
for any uniform crime reporting (UCR) code.”

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

Recidivism rates in the ProPublica dataset are higher for 
the black group than for the white group
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Fairness for whom?

labeled 
low-risk

labeled 
high-risk

did not 
recidivate TN FP

recidivated FN TP

Decision-maker: of those 
I’ve labeled high-risk, how 
many will recidivate? 

Defendant: how likely am I 
to be incorrectly classified 
high-risk? 

Society: (think positive 
interventions) is the 
selected set 
demographically 
balanced?

different metrics matter to different stakeholders

based on a slide by Arvind Narayanan
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Diversity
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Like all technologies before it, artificial intelligence will reflect the values 
of its creators. So inclusivity matters — from who designs it to who sits 
on the company boards and which ethical perspectives are included.  

Otherwise, we risk constructing machine intelligence that mirrors a 
narrow and privileged vision of society, with its old, familiar biases 
and stereotypes.

Initial reading
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 Job applicant selection
1
2

3
1

2
3
4
5
6

1
2

3
1

ranked

1
1
2
3

proportional

1
2
1
2

equal

select 4 
applicants

Can state all these as constraints:
for each category i, pick Ki elements, with   floori ≤ Ki ≤ ceili

�34
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Hiring a job candidate

4 1 3 2 5 7

Candidates arrive one-by-one 

A candidate’s score is revealed when the candidate arrives 

Decision to accept or reject a candidate made on the spot

Goal: Hire a candidate with a high score
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The Secretary Problem

Consider, and reject, the first S candidates 

Record T, the best seen score among the first S candidates  

Accept the next candidate with score better than T

Goal: Design an algorithm for picking one element of a 
randomly ordered sequence, to maximize the probability of 
picking the maximum element of the entire sequence.

4 1 3 2 5 7 Competitive ratio
1
e

the best possible!

N = 6

S = N
e

⎢
⎣

⎥
⎦ = 2

T = 4

�36
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Diverse K-choice Secretary

Goal: Design an algorithm for picking K elements of a 
randomly ordered sequence, to maximize their expected sum. 

For each category i, pick Ki elements, with   floori ≤ Ki ≤ ceili

6 1 3 2 9 74 8 2 1 5 5

Nred = Nblue = 6
K = 3
1≤ Kred ,Kblue ≤ 2

Accept floor items for each category from per-category 
streams 

Accept the remaining slack items irrespective of 
category membership, but subject to ceil

slack = K − ( floorred + floorblue )

[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]



Title Text

Julia Stoyanovich

Title Text

�38

Diversity by design is crucial

Per-category warm-up period Common warm-up period

synthetic data with categories A and B, score depends on category,  lower for A

[J. Stoyanovich, K. Yang, HV Jagadish, EDBT (2018)]
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Transparency
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• Online ad targeting: identifying the problem 

• Racially identifying names [Sweeney, CACM 2013] 

• Ad Fisher [Datta et al., PETS 2015] 

• Explaining black-box models (classifiers) 

• LIME: local interpretable explanations [Ribeiro et al., KDD 
2016] 

• QII: causal influence of features on outcomes [Datta et al., 
SSP 2016] 

• Software design and testing for fairness (won’t cover today) 

• Interpretability

• Nutritional labels for rankings [Yang et al., SIGMOD 2018]

�40

Transparency themes
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racially identifying names trigger ads suggestive of a criminal record

[Latanya Sweeney; CACM 2013]

https://www.technologyreview.com/s/510646/racism-is-poisoning-online-ad-delivery-says-harvard-professor/

Racially identifying names
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latanya

• Ads suggestive of a criminal record, linking to Instant Checkmate, 
appear on google.com and reuters.com in response to searches for 
“Latanya Sweeney”, “Latanya Farrell”and “Latanya Lockett”*

• No Instant Checkmate ads when searching for “Kristen Haring”, 
“Kristen Sparrow”* and “Kristen Lindquist”*

• * next to a name associated with an actual arrest record

�42

[Latanya Sweeney; CACM 2013]

kristen

Observations
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Possible explanations (from Latanya Sweeney): 

• Does Instant Checkmate serve ads specifically for black-
identifying names? 

• Is Google’s Adsense explicitly biased in this way? 

• Does Google’s Adsense learn racial bias based on from 
click-through rates?

�43

[Latanya Sweeney; CACM 2013]

How do we know which explanation is right? 

We need transparency!

Why is this happening?
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https://www.technologyreview.com/s/510646/racism-is-poisoning-
online-ad-delivery-says-harvard-professor/

In response to this blog post, a Google spokesperson sends the following comment:

“AdWords does not conduct any racial profiling. We also have an “anti” and 
violence policy which states that we will not allow ads that advocate against an 
organisation, person or group of people. It is up to individual advertisers to decide 
which keywords they want to choose to trigger their ads.”

Instantcheckmate.com sends the following statement:

“As a point of fact, Instant Checkmate would like to state unequivocally that it has 
never engaged in racial profiling in Google AdWords. We have absolutely no 
technology in place to even connect a name with a race and have never made any 
attempt to do so. The very idea is contrary to our company’s most deeply held 
principles and values.”

Response
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• Who benefits? 

• Who is harmed? 

• What does the law say? 

• Who is in a position to mitigate?

�45

transparency …. responsibility …. trust

Who is responsible?
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Pivot: the origins of data protection
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Native leaders and city officials, worried about 
drinking and associated violence in their 
community invited a group of sociology 
researchers to assess the problem and work 
with them to devise solutions. 

Methodology:  
• 10% representa5ve sample (N=88) of everyone over 

the age of 15 using a 1972 demographic survey 
• Interviewed on aGtudes and values about use of 

alcohol 
• Obtained psychological histories & drinking behavior 
• Given the  Michigan Alcoholism Screening Test  
• Asked to draw a picture of a person (used to 

determine cultural iden5ty)

�47

based on a slide by Bill Howe

Detour: Barrow, Alaska, 1979
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At the conclusion of the study researchers formulated a report entitled 
“The Inupiat, Economics and Alcohol on the Alaskan North Slope”, 
released simultaneously at a press release and to the Barrow 
community.  

The press release was picked up by the New York Times, who ran a front 
page story entitled “Alcohol Plagues Eskimos”

�48

based on a slide by Bill Howe

Study “results”
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Study results were revealed in the context of a press conference that was 
held far from the Native village, and without the presence, much less the 
knowledge or consent, of any community member who might have been 
able to present any context concerning the socioeconomic conditions of the 
village. 
Study results suggested that nearly all adults in the community were 
alcoholics. In addition to the shame felt by community members, the town’s 
Standard and Poor bond rating suffered as a result, which in turn decreased 
the tribe’s ability to secure funding for much needed projects. 

�49

Harms and backlash

based on a slide by Bill Howe
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Methodological

• “The authors once again met with the Barrow Technical Advisory Group, who stated 
their concern that only Natives were studied, and that outsiders in town had not been 
included.”

• “The estimates of the frequency of intoxication based on association with the 
probability of being detained were termed "ludicrous, both logically and 
statistically.”

�50

Edward	F.	Foulks,	M.D.,	“Misalliances	In	The	Barrow	Alcohol	Study”	

Ethical

• Participants not in control of their data
• Significant harm: social (stigmatization) and financial (bond rating)
• No laws were broken, and harms are not about individual privacy!
• Who benefits?  Who is harmed?

data protection …. responsibility …. trust

Problems

any chance of selection bias?

based on a slide by Bill Howe
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Pivot back: Transparency
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https://www.theguardian.com/technology/2015/jul/08/women-less-likely-ads-high-paid-jobs-google-study

The AdFisher tool simulated job seekers 
that did not differ in browsing behavior, 
preferences or demographic 
characteristics, except in gender. 

One experiment showed that Google 
displayed ads for a career coaching service 
for “$200k+” executive jobs 1,852 times to 
the male group and only 318 times to the 
female group. Another experiment, in July 
2014, showed a similar trend but was not 
statistically significant.

Online job ads
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• Users browse the Web, consume content, consume ads (see 
/ click / purchase) 

• Content providers (or publishers) host online content that 
often includes ads.  They outsource ad placement to third-
party ad networks  

• Advertisers seek to place their ads on publishers’ websites  

• Ad networks track users across sites, to get a global view of 
users’ behaviors. They connect advertisers and publishers

�54

Ad targeting online
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Experiment: gender and jobs 

Specify gender (male/female) in Ad Settings, simulate 
interest in jobs by visiting employment sites, collect 
ads from Times of India or the Guardian 

Result: males were shown ads for higher-paying jobs 
significantly more often than females (1852 vs. 318)

�55

Non-discrimination: Users differing only in protected attributes 
are treated similarly 

Causal test:  Find that a protected attribute changes ads

violation

[A. Datta, M. Tschantz, A. Datta; PETS 2015]

AdFisher: gender and jobs
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• Google alone: explicitly programming the system to show the ad less 
often to females, e.g., based on independent evaluation of 
demographic appeal of product (explicit and intentional 
discrimination) 

• The advertiser: targeting of the ad through explicit use of demographic 
categories (explicit and intentional), selection of proxies (hidden and 
intentional), or through those choices without intent (unconscious 
selection bias) and Google respecting these targeting criteria 

• Other advertisers: others outbid our advertiser when targeting to 
females 

• Other users: Male and female users behaving differently to ads, and 
Google learning to predict this behavior

�56

[A. Datta, A. Datta, J. Makagon, D. Mulligan, M. Tschantz; FAT* 2018]

Who is responsible?
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Can an advertiser use AdWords to target on gender, or on a 
known proxy of gender? Yep!

�57

[A. Datta, A. Datta, J. Makagon, D. Mulligan, M. Tschantz; FAT* 2018]

“This finding demonstrates that an advertiser with discriminatory intentions 
can use the AdWords platform to serve employment related ads disparately 

on gender.”

How is targeting done?
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• Each actor in the advertising ecosystem may have contributed inputs that 
produced the effect 

• It is impossible to know, without additional information, what actors - other 
than the consumers of the ads - did or did not do

• In particular, impossible to asses intent, which may be necessary to asses the 
extent of legal liability.  Or it may not! 

• Title VII of the 1964 Civil Rights Act that makes it unlawful to discriminate 
based on sex in several stages of employment.  It includes an advertising 
prohibition (think sex-specific help wanted columns in a newspaper), which 
does not turn on intent 

• Title VII is limited in scope to employers, labor organizations, employment 
agencies, joint labor-management committees - does not directly apply here! 

• Fair Housing Act (FHA) is perhaps a better guide than Title VII, limiting both 
content and activities that target advertisement based on protected attributes

�58

[A. Datta, A. Datta, J. Makagon, D. Mulligan, M. Tschantz; FAT* 2018]

What are the legal ramifications?
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Explaining black-box classifiers
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[M. T. Ribeiro, S. Singh, C. Guestrin; KDD 2016]
https://www.youtube.com/watch?v=hUnRCxnydCc

LIME: Local explanations of classifiers

 

Three must-haves for a good explanation 

• Humans	can	easily	interpret	reasoning	Interpretable	
• Describes how this model actually behaves Faithful 
• Can be used for any ML model Model agnostic 

Definitely		
not	interpretable	

Potentially		
interpretable	

slide by Marco Tulio Ribeiro, KDD 2016
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[M. T. Ribeiro, S. Singh, C. Guestrin; KDD 2016]
https://www.youtube.com/watch?v=hUnRCxnydCc

LIME: Local explanations of classifiers

 

Three must-haves for a good explanation 

• Humans	can	easily	interpret	reasoning	Interpretable	
• Describes	how	this	model	actually	behaves	Faithful	
• Can	be	used	for	any	ML	model	Model	agnostic	

x	

y	 Learned		
model	

Not	faithful		
to	model	

slide by Marco Tulio Ribeiro, KDD 2016
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[M. T. Ribeiro, S. Singh, C. Guestrin; KDD 2016]
https://www.youtube.com/watch?v=hUnRCxnydCc

LIME: Local explanations of classifiers

 

Three must-haves for a good explanation 

• Humans	can	easily	interpret	reasoning	Interpretable	
• Describes	how	this	model	actually	behaves	Faithful	
• Can	be	used	for	any	ML	model	Model	agnostic	

Can	explain		
this	mess	J	

slide by Marco Tulio Ribeiro, KDD 2016
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[M. T. Ribeiro, S. Singh, C. Guestrin; KDD 2016]

Explaining Google’s Inception NN 

P(											)		=	0.21			P(													)		=	0.24			P(													)		=	0.32			

slide by Marco Tulio Ribeiro, KDD 2016

Local explanations of classifiers
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[M. T. Ribeiro, S. Singh, C. Guestrin; KDD 2016]

Train a neural network to predict wolf v. husky 

Only	1	mistake!!!	

Do	you	trust	this	model?	
How	does	it	distinguish	between	huskies	and	wolves?	

slide by Marco Tulio Ribeiro, KDD 2016

Local explanations of classifiers
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[M. T. Ribeiro, S. Singh, C. Guestrin; KDD 2016]

Explanations for neural network prediction 

We’ve	built	a	great	snow	detector…	L	

slide by Marco Tulio Ribeiro, KDD 2016

Local explanations of classifiers
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[A. Datta, S. Sen, Y. Zick; SP 2016]

Credit 
Classifier 

User data Decisions 

? ? ? 

slide by A. Datta

Auditing black-box models
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[A. Datta, S. Sen, Y. Zick; SP 2016]

Credit 
Classifier 

User data Decisions 

slide by A. Datta

Auditing black-box models
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QII: quantitative input influence framework 

Goal: determine how much influence an input, or a set of inputs, 
has on a classification outcome for an individual or a group

[A. Datta, S. Sen, Y. Zick; SP 2016]

Uses causal inference: For a quantity of influence Q and an input 
feature i, the QII of i on Q is the difference in Q when i is changed 
via an intervention

Influence of inputs on outcomes

Replace features with random values from the population, examine 
the distribution over outcomes
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Age 23 

Workclass Private 

Education 11th 

Marital Status Never married 

Occupation Craft repair 

Relationship to household income Child 

Race Asian-Pac 
Island 

Gender Male 

Capital gain $14344 

Capital loss $0 

Work hours per week 40 

Country Vietnam 

Age 23 

Workclass Private 

Education 11th 

Marital Status Never married 

Occupation Craft repair 

Relationship to household income Child 

Race Asian-Pac 
Island 

Gender Male 

Capital gain $14344 

Capital loss $0 

Work hours per week 40 

Country Vietnam 

income 

[A. Datta, S. Sen, Y. Zick; SP 2016]

slide by A. Datta

Transparency report: Mr X
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explanations for superficially similar individuals can be 
different

[A. Datta, S. Sen, Y. Zick; SP 2016]

income 

Age 27 

Workclass Private 

Education Preschool 

Marital Status Married 

Occupation Farming-Fishing 

Relationship to household income Other Relative 

Race White 

Gender Male 

Capital gain $41310 

Capital loss $0 

Work hours per week 24 

Country Mexico 

slide by A. Datta

Transparency report: Mr Y
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Interpretability
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http://demo.dataresponsibly.com/rankingfacts/nutrition_facts/

�72

[K. Yang, J. Stoyanovich, A. Asudeh, B. Howe, HV Jagadish, G. Miklau; SIGMOD 2018]

“Nutritional labels” for data and models
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Zooming out

sharing

acquisition

querying

analysis
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Int. No. 1696-A: A Local Law in relation to 
automated decision systems used by agencies

1/11/2018

NYC ADS transparency law
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10/16/2017

Get engaged!
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Form an automated decision systems (ADS) task force that surveys 
current use of algorithms and data in City agencies and develops 
procedures for:   

• requesting and receiving an explanation of an algorithmic 
decision affecting an individual (3(b))  

• interrogating ADS for bias and discrimination against members 
of legally-protected groups (3(c) and 3(d)) 

• allowing the public to assess how ADS function and are used 
(3(e)), and archiving ADS together with the data they use (3(f))

�76

Summary of Int. No. 1696-A
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done?
but where does the data come from?

Responsible data science
• Be transparent and accountable  

• Achieve equitable resource distribution 

• Be cognizant of the rights and preferences of individuals
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finding: women are underrepresented in the 
favorable outcome groups (group fairness)

select * from R  
where status = ‘unsheltered’ 10% female
and length > 2 month

fix the model!

of course, but maybe… the input was generated with:

and length > 1 month 40% female

Mitigating urban homelessness
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finding: young people are recommended 
pathways of lower effectiveness (high error rate)

fix the model!

of course, but maybe…

mental health info was missing for this population

go back to the data acquisition step, look for additional datasets

Mitigating urban homelessness
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finding: minors are underrepresented in the input, compared to 
their actual proportion in the population (insufficient data) 

fix the model??unlikely to help!

minors data was not shared
go back to the data sharing step, help data providers share their data 

while adhering to laws and upholding the trust of the participants

Mitigating urban homelessness
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sharing 
annotation acquisition 

curation

querying 
ranking

analysis 
validation

responsible data science requires a holistic view 
of the data lifecycle

The data science lifecycle
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Codes of ethics
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Codes of ethics


